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Abstract---Local condensation heat transfer rates are measured for steam-air mixtures in direct contact 
with subcooled water layers inside a vertical tube over a wide range of liquid flow rates. The gas mixture 
is maintained effectively stagnant during the tests and the major resistance to heat transfer is due to the 
large amount of noncondensables. A theoretical model is developed to account for some additional thermal 
resistance on the liquid side, by decomposing the liquid film into a wavy 'nonresistant' region and a 
substrate region where temperature gradients may prevail. Heat transfer coefficients are found to depend 
not only oa the steam concentration but also on the liquid flow rate. Interestingly, wave characteristics of 
the falling liquid layer, such as the dominant wave velocity and frequency, demonstrate that condensation 
may only be responsible for minor modifications of the isothermal liquid surface morphology. Furthermore, 
the dependence of heat transfer coefficients on the liquid flow rate is attributed to the dynamic interaction 
between tile interfacial waves and the gas layer. This notion is utilized by correlating measured gas 
Sherwood numbers with the gas Grashof number and a dimensionless parameter which characterizes the 

interface. 

INTRODUCTION 

Studies of direct-contact condensation are of import- 
ance for the design of equipment used in several types 
of industrial artd power generation plants [1]. 
Renewed interest arises from energy transformation 
processes involving geothermal, solar and nuclear 
energy, Condensers of this type are employed because 
of their higher heat transfer rates, trouble-free oper- 
ation and smaller initial capital outlay in comparison 
with the conventional indirect heat exchange equip- 
ment. A useful account on this topic has been pre- 
sented by Kreith and Boehm [1]. 

Packed type direct-contact condensers have been 
recently proposed as an alternative efficient design for 
H2S and CO2 removal from geothermal steam before 
it enters the power generating turbines (Bontozoglou 
and Karabelas [211). Structured packing is employed 
in the bed as it is advantageous with regard to both 
mass transfer and pressure drop. As Fair and Bravo 
[3] state, structured packings are amenable to rational 
modeling for predicting performance since their 
grooved metal surface is essentially completely wetted, 
and the flow over it resembles the liquid film running 
down a nearly vertical flat plate. Motivated by the 
above applications, this investigation is focused on the 
accurate determination of condensation heat transfer 
coefficients, in a falling film facility, required for the 
design of full-size equipment. In pursuing this goal, 
two important  issues are addressed, i.e. the influence 
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of noncondensable gases and the effect of waves at the 
gas-liquid interface on condensation rates. 

A survey of the literature shows that the available 
data on direct contact condensation in the presence 
of noncondensables is scanty. Most  previous studies 
involve pure vapor condensation on the same liquid 
compound or on another immiscible liquid for a wide 
variety of flow geometries, e.g. refs. [4-6]. Early 
attempts to consider the effect of  noncondensables in 
condensation heat transfer studies are limited mostly 
to situations of solid wall heat transfer with relatively 
small amounts  of noncondensables (i.e. Minkowycz 
and Sparrow [7]). Only recently have direct-contact 
condensation experiments been performed on sub- 
cooled liquid layers (i.e. Barry and Corradini [8] and 
Chan and Yuen [9]) in a horizontal stratified two- 
phase flow geometry. Even with traces of non-  
condensable gases present in the gas stream, the trans- 
port resistance very likely resides in the gas phase and 
the transport rate is no longer exclusively controlled 
by conditions on the liquid side. Hasson et al. [10] 
found experimentally that the average heat transfer 
coefficient could be reduced by up to 50% when just  
1% of air was present during condensation of steam 
on a fan jet of  water. Thus, a prime objective of this 
investigation is to examine the deleterious effect of 
relatively large amounts  of noncondensables on con- 
densation rates, shedding some light on the role of the 
various transport mechanisms. 

With regard to the effect of  interfacial waves, very 
little has been done when noncondensable gases are 
present and only for the case of thick liquid layers that 
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NOMENCLATURE 

[d26/dFI . . . . .  mean absolute surface 
acceleration [m s -2] 
apparent mass boundary layer at the 
gas side [m] 
apparent thermal boundary layer at 
the gas side [m] 
liquid Bond number, pgR2/a, 
dimensionless 
constants 
liquid Capillary number, #VwavJa, 
dimensionless 
specific heat [J kg-l  K-~] 
tube diameter [m] 
binary mass diffusivity coefficient 
[m 2 s -1] 
elements of Chebyshev-Lobatto 
differentiation matrix, dimensionless 
gravitational acceleration [ms -2] 
gas Grashof number, L3gpAp/tt 2, 
dimensionless 
condensation heat transfer coefficient 
[J m -2 s - '  K -1] 
sensible heat transfer coefficient on the 
gas side, kg/b" [J m -2 s - '  K- ' ]  
thermal conductivity [J m-  ' s - '  K- ' ]  
mass transfer coefficient on the gas 
side, Dg/b [m s-'] 
distance between measuring stations 
[m] 
cumulative condensation rate [kg s-l] 
partial pressure [Pa] 
log mean partial pressure of 
noncondensable air, (Pas--Pag)/ 
In (Pas/Pag) [Pa] 
local heat flux [J m -2 s -I] 
local radius of curvature of liquid 
surface, VEave/A [equation (25)] [m] 
liquid Reynolds number, 4F/#, 
dimensionless 
standard deviation 
gas Sherwood number, KgL/Dg, 
dimensionless 
gas Schmidt number, #/pDg 

T 
t 

Y 
U 

Uavo 

W 
We 

temperature [K] 
time [s] 
distance in the radial direction [m] 
local velocity component in the flow 
direction [ms- ' ]  
average streamwise velocity [m s-l] 
average streamwise wave velocity 
[m s-'] 
liquid flow rate [kg s- ' ]  
liquid Weber number, p V2aveR/tT, 
dimensionless 
distance in the axial direction [m]. 

Greek symbols 
ct molecular thermal diffusivity [m 2 s 1] 
~e effective thermal diffusivity [m 2 s-I] 
F mass flow rate per unit width 

[kgm -l s -l] 
6 film thickness [m] 
O dimensionless temperature 
2 latent heat [J kg -J] 
p dynamic viscosity [kg m-  1 s- l] 

v kinematic viscocity [m 2 s '] 
p density [kg m -3] 
a surface tension [N m-l]. 

Subscripts 
a air 
ave average 
cm cup mixing 
CUM cumulative 
g bulk gas 
i inlet 
L local 
1 liquid 
min minimum 
s surface 
sub liquid substrate 
tot total liquid 
v vapour 
w wall 
wave wave. 

move in the horizontal direction (Barry and Corradini 
[8]) in stratified two-phase flow. In situations where 
the gas-phase resistance is no longer negligible (as is 
the case here) the transport processes are at least 
partly governed by the gas side conditions which, to 
some extent, may be dictated by the undulatory 
motion of the liquid-gas interface. For the purpose 
of  this investigation, a free-falling film experimental 
facility was built with a vertical test section, long 
enough that approximately fully developed conditions 
could be attained by the liquid layer. The hydro- 
dynamics of such free-falling films have already been 

investigated in this laboratory [11-13]. In a related 
piece of work, Karapantsios et al. [14] deal with inte- 
gral-type data, corresponding to the entire test section, 
in the same apparatus as employed here. Useful infor- 
mation was obtained, concerning average heat trans- 
fer rates and the possible effect of interfacial waves, 
which provided the basis for designing the present 
experiments better. In both ref. [14] and this study, the 
vapour-gas mixture is maintained effectively stagnant 
for two reasons: first, to isolate the role played by 
interfacial waves (driven solely by gravity) on the 
transport process, and, second, to obtain conditions 
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which may prevail in the uppermost part of the 
packed-bed condenser reported by Bontozoglou and 
Karabelas [2], wlhere, because of the significant con- 
densation that has already taken place, the velocity of 
the gas phase is relatively small compared to the liquid 
film velocity. 

For  the thin liquid films treated here, it is usually 
assumed for convenience that, during condensation, 
the temperature profile in the liquid film is practically 
fiat; e.g. Linehan et al. [15] and Segev et al. [16]. 
In the next section (Theory), three possible liquid 
temperature profiles (including the flat one) are 
assessed in a first attempt to model the complicated 
phenomena involved. The best model is selected and 
employed for interpreting the experimental data. The 
main experimen~Lal information involves accurate 
local temperature measurements along the tubular test 
section, leading to a determination of local con- 
densation heat transfer rates. To get a more complete 
physical picture of the problem, parallel experiments 
were conducted Io investigate the longitudinal vari- 
ation of liquid film characteristics under condensation, 
and to compare them with similar data taken under 
isothermal conditions (Karapantsios and Karabelas 
[13]). This inforraation is considered essential, pro- 
viding insights into the mechanics of the process, in 
particular regarding the possible effect of con- 
densation on the wave structure, as well as directly 
usable data for modeling. Finally, the data on wave 
characteristics are employed in an effort to correlate 
condensation heat transfer coefficients. 

THEORY 

Condensation in a multicomponent two-phase sys- 
tem causes variations in the amount and distribution 
of each phase [1'7]. These changes, in turn, induce 
variations in the local heat transfer processes. Because 
of the continuous change of all the thermal and 
hydraulic properties of the flow, the situation at any 
point along the transfer surface may never be truly 
fully developed either thermally or hydrodynamically. 
However, in order to describe the momentum and 
energy fields inside the two phases a pseudo-equi- 
librium state is customarily adopted in the literature. 

Here, governing equations of our system are pre- 
sented based on the following assumptions : the liquid 
film flow is steady and one-dimensional ; steam is kept 
saturated throughout the pipe and gas pressure is con- 
stant; interfacial resistance is negligible, that is, the 
gas-liquid interface is at the saturation temperature, 
Ts, and the noncondensables are insoluble in the 
liquid. Free or forced convection in the vapour phase 
are not taken explicitly into account. However, the 
extent to which convection affects the transport pro- 
cess is a matter of concern, to be dealt with in a 
subsequent study. 

The resistance to heat transfer on the gas side is 
considered first. Owing to accumulation of non- 
condensable gases near the interface, the condensing 
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Fig. 1. Interface resistance to heat transfer due to the presence 
of noncondensable gases. 

vapour must diffuse through a gas layer, which evi- 
dently acts as an additional resistance to heat transfer, 
as indicated in Fig. 1. Vapour diffusion gives rise to 
concentration and temperature gradients in the y- 
direction which are associated with a finite diffusive 
flux towards the interface. The heat transfer rate from 
the bulk gas mixture to the interface--at  a point x 
along the pipe and for fixed total pressure, gas con- 
centration and flow pat tern-- is  given by (e.g. Collier 
[17]) 

q(T) = ~ ( p v g - p v s ) + h g ( T g -  Ts) (1) 

where Kg = Dg/b and hg = kJb" are the mass and heat 
transfer coefficients, respectively, 

It is impossible at present to describe in detail any 
possible local flow patterns that prevail on the gas 
phase due to free or forced convection (possibly 
induced by interfacial drag). Therefore, it seems 
appropriate to include all local flow field and transport 
effects in just a single phenomenological parameter. 
In fact, there are two such length parameters (b and 
b') in equation (1), introduced in the definitions of Kg 
and hg. These are usually referred to as the apparent 
mass and thermal boundary layers at the gas side. In a 
previous analysis [14], it is shown that the second term 
on the right-hand side of equation (1), accounting for 
sensible heat transfer, has a relatively small con- 
tribution ( <  10%) to the overall heat transfer rate 
even for vapours with large quantities of non- 
condensable gases (~0.90 air mole fraction). In this 
study, when the air mole fraction varies between 0.25 
and 0.85, sensible heat transfer is considered negli- 
gible. Thus, one can use in the analysis a mass bound- 
ary layer equal to the thermal one (b --- b') without 
committing a significant error. To the knowledge of 
the present authors, a correlation for the apparent 
boundary layer thickness during condensation over a 
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vertical surface, with noncondensables present, is not 
available in the literature. 

A first attempt to account for the liquid flow calls 
for the solution of an energy conservation equation 
by application of a velocity distribution, u(y), and an 
effective thermal diffusivity function, C~e(y, T), hence- 
forth referred to as the 'exact' solution. By neglecting 
wave effects it is further assumed that the liquid layer 
has a constant thickness, 3. The equation describing 
the thermal field inside a hydrodynamically developed 
liquid layer can be written as 

~T ~ ~T 
u(y) ~ = Uy ~c(y, T) ~y. (2) 

The system of coordinates employed here is shown 
in Fig. 1. Boundary conditions representative of our 
system are : 

x = 0 ,  T=T ,  (3) 

y = 0, - k  dT  
dy = q(r)  (4) 

k dT  
y = a ,  - T y = 0 .  (5) 

Adiabatic conditions ]equation (5)] are considered 
to represent this system well. A drawback of this for- 
mulation is that, at high flow rates (turbulent flow), 
the vanishing of the turbulent eddy diffusivity at the 
interface implies that the major resistance to heat 
transfer resides at the film surface. This is contrary to 
what is expected to occur in real systems where wave- 
induced turbulence near the free surface tends to 
enhance rather than reduce heat transfer. 

The notion that the waves tend to minimize the 
temperature gradients normal to the flow lends sup- 
port to the premise that the temperature across the 
entire liquid film may be practically uniform. In such 
a case, temperature varies only in the axial direction 
and the equation giving this dependence (henceforth 
referred to as the 'uniform' solution) is derived by 
integration of equation (2) with respect to y and div- 
ision by 3, together with equations (4) and (5) : 

dT 1 
dx U~vefpC o q(T) (6) 

where T = T,~¢ (T~e is the mass flow weighted average 
temperature across the film), and U,v¢ the average 
streamwise velocity, defined by 

[ Tudy 

T a v e - ~  and Uave=~ udy. (7) 

J0 u dy 

Details of the implementation of the above 'exact' 
and 'uniform' solutions are given by Karapantsios et 
al. [14]. The computational convenience associated 
with equation (6) is evident. The validity and sig- 
nificance of such a simplification were assessed in ref. 

[14], which compared results from the solution of 
equation (6) with results from equation (2) for very 
dilute steam air mixtures (air mole fractions of 0.85 
and 0.88), and proved to be satisfactory. It is noted 
that, with such a large amount of noncondensables as 
in the previous paper, the liquid side resistance to heat 
transfer is most likely negligible. However, in this 
investigation moderate noncondensable mole frac- 
tions are encountered (0.25M).85) and therefore some 
resistance to heat transfer may also be offered by the 
liquid film. 

Model development 
A simple model including the effect of waves is 

presented next, also taking into account resistance to 
heat transfer on the liquid side. It is an intermediate 
between the two previous approaches as it combines 
a wave region of fully mixed liquid just at the interface, 
where the temperature is uniform due to wave activity, 
and a substrate region, adjacent to the wall, where 
resistance to heat transfer is exhibited. To separate 
the film thickness into two regions, the minimum film 
thickness, 6min, of a time record is utilized. Thus, the 
wave region corresponds to a film thickness above 6ram 
while all values below 6ram are characterized as the 
substrate region. This quantity is considered to be 
more appropriate, especially for the higher flow rates, 
than the one reported by Dukler and his collaborators 
[18, 19] based on the modal thickness, as pointed out 
by Karapantsios et aL [11]. The liquid flow in the 
substrate region is assumed laminar for the range of 
liquid flow rates employed in the calculations (1.7- 
17.5 g s -~ cm -~) as it accommodates only a small 
portion of the total liquid flow and moves with a 
relatively small velocity close to the wall. The range 
of from is from 0.15 to 0.23 ram, respectively. For 
computational convenience, the same 6mi, is assumed 
at all axial distances, taken as the average of the cor- 
responding 6,ran values measured at the six measuring 
stations along the condensing surface of the present 
experimental set-up. Yet, as Karapantsios and Kar- 
abelas [I 3] showed, 3ram is a very weak function of the 
axial distance. 

The energy equation for the wave region is 

dT,~.~ q(T) 
(8) 

dx Fwav~C p 

where Twave denotes the uniform temperature and F . . . .  
the mass flow rate per unit width. F . . . .  is calculated 
from the total mass rate, Ftot, by subtracting the mass 
rate of the substrate, Fsu b : 

F . . . .  = Ftot -- Fsub (9) 

where F~,b = pg33mi./3v, in the laminar substrate. 
The energy equation for the substrate is 

[-a T. ~3 Tsub -I L (10) Usub(y) ~x ay 

where T~ub denotes the temperature and us,b(Y) the 
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velocity distribution in the substrate. In this model 
only, y = 0 corresponds to the interface position 
between the substrate and wave regions, u~,b(y) is 
given by the parabolic profile 

U,,b(y) -- ~ L (11) 

and the molecular diffusivity, a(T~ub), is approximated 
as a linear function of T,~b : 

~(T~ub) = c, +c2 T~uD. (12) 

The representative boundary conditions are : 

Tw~,~(x) = T~ub(X,y = 0) (13) 

{C~ T~.b'~ = 0 .  (14) 

New dimensionless variables are defined next : 

y '  =: 1 --2 y-~- x '  = x_ 
6min L 

where L is the wtriable axial distance between suc- 
cessive measuring stations. Equations (11) and (12) 
become, respectively : 

2vu,,b(y') (1 _y,)2 
u~,b(y') . . . .  1 (15) 2 4 g6min 

and 

~ ' ( O ~ . 0  = 
2vLa(O~,b) 

g54,  

vL 
= gr~i. [2(c~ +c2 Ti)+c,  (--  1 +x /1  +400O~,bCz/C,)], 

Upon carrying out the foregoing transformation of  
variables, the conservation equations are reduced 
from a convection--diffusion to a diffusion-alone prob- 
lem ; i.e. : 

c2 Lq 
dOw~v. _ ~ x ,  [1 + 2 - -  (Tw.. , -  T~)]. ^ c l  j 100Cpl-~ . . . .  (16) 

, 0Os.b , O2®~.b 
U:.b(y ) ~-7-X, = :~ (O~.b) - ~ .  (17) 

The appropriate boundary conditions to equations 
(16) and (17) are : 

o . . . .  (x '  = 0 )  = 0  (18) 

O~,b(0,y') = 0 (19) 

O~b(X', l) = O . . . .  (x') (20) 

Oy /y,=- 1 =0 .  (21) 

It must be noted here that, for the solution of the 
model equations, no explicit use of a specific mean 

1.2 , I I I I ' ' 

26,43 gls 

1 wave model f / 

• 

~== i i i  I 

0 . 2  j "  , I  ex'qct solution 

0 0.2  0.4 0.6 0.8 
l-yl8 

Fig. 2. Comparison of temperature profiles across the liquid 
film. 

film thickness, 6 . . . . .  is made. Instead, mass flow con- 
servation is applied for the wave region, so as to relax 
the assumption of a smooth film interface of  constant 
thickness. Numerical techniques employed to solve 
model equations (15)-(21) are outlined in the Appen- 
dix. 

The cumulative condensation rate up to a distance 
x is calculated by the equation 

drh _ Dg nD log - -  (22) 
dx' 1-x~(Tg) J 

The mass flow weighted average temperature, Tare, is 
given by 

T.vo - --Yi U~ub(Yi) 
Ftot 4N ~= 

Fwave 
+ ~ t o t  Twavo. (23) 

In the forthcoming calculations, the variation of 
liquid properties within the flowing film is taken into 
account at each point of the computational domain 
while for the gas phase all physical properties are 
evaluated at the bulk temperature of the mixture. All 
property values are obtained from VDI--Wgirmeatlas 
[20]. It appears that the reliability of computational 
results is appreciably affected by the proper choice of 
fluid properties, as also reported by Minkowycz and 
Sparrow [7]. 

Comparison of  models 
Sample calculations are performed at various inlet 

liquid flow rates. Solutions are obtained by matching 
the computed film wall temperatures with the exper- 
imentally determined ones at all six measuring stations 
of  the present set-up. Results for a low initial liquid 
flow rate (26.43 g s -I)  are compared in Fig. 2. This 
low flow rate is chosen because, at these laminar flow 
conditions, a comprehensive examination of  all 
models is more appropriate since the wave-induced 
turbulence and mixing activity are small. That is, 
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Fig. 3. Comparison of the cumulative condensation rates 
along the test tube predicted by the three theoretical models. 

for higher flow rates (>43.7 g s-I),  after the onset of 
turbulence, the 'exact' solution gradually fails to pre- 
dict the thermal field within the liquid since wave 
effects are totally ignored in this model. 

Temperature profiles at only two locations along 
the test tube are given, at the level of  the steam 
entrance (0 cm) and 5 cm further downstream (5 cm) 
i.e. over a distance where a significant part of the 
condensation is expected to take place. In the specific 
experimental set-up employed in this study (see next 
section) limited condensation takes place upstream of 
the steam entrance level. The uniform temperature 
solution, T - Tw = Ts, cannot be presented in Fig. 2 
due to the scale factor chosen for the vertical axis. 
However, this solution is somewhat redundant inas- 
much as it is represented by just a constant value. So, 
in order to assess the other two models, a scale factor, 
Ts -  Tw, is selected to facilitate the presentation. As is 
shown in this graph, the two models give completely 
different T-profiles ; but they both successfully predict 
a reasonable thermal field inside the liquid layer at 
these specific axial distances along the test-tube. 
Moreover, calculations for other longitudinal dis- 
tances prove that the 'exact' model is incapable of 
describing the measured wall temperatures further 
downstream along the condensing surface by con- 
sidering condensation alone. 

Regarding the predicted cumulative condensation 
rates, rh, a comparison is offered in Fig. 3, for three 
flow rates: a low, a moderate and a high one. Pre- 
dictions for the lower flow rate (26.43 g s-1) are restric- 
ted to a 12 cm downstream distance. This is so--as  
will be explored in detail in a subsequent section--  
because at this distance the liquid attains an elevated 
surface temperature, equal or higher than the adjacent 
gas mixture saturation temperature, so that not only 
condensation stops but the reverse evaporation 
phenomena also start. Upon inspection of Fig. 3, the 
'exact' solution appears substantially different from 
the other two, predicting much higher condensation 
rates. This is expected because thermal energy dis- 
sipation within the liquid by diffusion alone is quite a 

slow process, requiring large driving forces (con- 
densation rates) to occur within a short distance. The 
°exact' model appears to be deficient regarding physi- 
cal descriptions such as hydrodynamic (no waves) and 
geometrical (smooth interface) details. In view of its 
inability to describe the thermal field at higher flow 
rates and longer distances, it will not be used in the 
rest of the calculations of this study. On the other 
hand, predictions from the 'uniform' and 'wave' mod- 
els are very close. However, the 'wave' model appears 
in general superior to the 'uniform' solution. Indeed, 
at the higher flow rates where an almost fiat tem- 
perature profile exists, the flow rate through the sub- 
strate region (<0.23 mm) is only a very small part 
of the total ( ~  7%). Therefore, the 'wave' model is 
selected for the calculations and comparisons that 
follow. The mean deviation between the two models, 
with respect to the condensation rates over the whole 
range of liquid flow rates and gas mixture con- 
centrations encountered in this study, is 20%, the 
maximum deviation being up to 70%. 

APPARATUS A N D  EXPERIMENTS 

A schematic of the loop is shown in Fig. 4. The 
experimental set-up and test procedure are described 
in detail elsewhere [21]. A vertical, transparent, Plexi- 
glass pipe of 50 mm i.d. and 2.66 m total length is 
used, divided into three sections, i.e. inlet (0.3 m), 
intermediate (0.9 m) and measurement section (1.40 
m). Sufficient external insulation is used to achieve 
adiabatic conditions. The vertical alignment of the 
entire tube-assembly is checked by a land-surveying 
precision instrument, a theodolite (maximum devi- 
ation from vertical <0.01°). Filtered, deaerated tap 
water (stored in a large tank) is used in the tests, 
flowing only once through the system. The water in the 
tank is at room temperature at all times. A continuous 
uniform feed inside the vertical tube is obtained by 
the liquid freely running over a tapered feeding entry. 
Flow rates from 26 to 416 g s -1 are employed. 

Steam comes from the building supply at a pressure 
of 4 bar. It is passed through a conditioning set-up 
involving two separators, a steam trap and a pressure 
regulator which reduces the line pressure to only 1.5 
arm so as to minimize the discharge velocity when 
entering the test pipe. This procedure provides a 
slightly superheated steam, relatively free of air 
(< 10 -3 mass fraction air in mixture). Excess steam is 
discharged to the atmosphere through a vent located 
in the downstream receiving vessel. 

Steam is released inside the pipe, at the center of 
the cross-section, in the direction of the liquid flow. A 
specially designed feeding section made of a per- 
forated Teflon end-piece is used to spread the steam 
in the test-tube, and minimize the forced-convection 
effects. The system is allowed to operate with steam 
at a fixed liquid rate for almost an hour to reach a 
steady state. It is then observed that, upon discharge 
to the test section, steam is mixed with air, which 
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Fig. 4. Experimental set-up. 

appears to move downwards from the upper part of 
the pipe, possibly dragged by the interfacial shear 
exerted by the fast moving liquid. As a result, the 
steam-air mixture apparently moves with a finite vel- 
ocity which, however, is under all circumstances small 
enough (of order 10 cm s-l) ,  compared to the liquid 
film velocity (of order 1 m s-l) .  Thus, the gas phase 
may be considered effectively stagnant. The steam 
entrance level is 1.77 m below the liquid feed. At that 
level the falling film flow is considered (e.g. Zabaras 
[19] and Takahama and Kato [22]) almost fully 
developed, facilitating the interpretation of local con- 
densation measurements. 

In addition to measuring inlet water flow rates and 
temperatures, and inlet steam conditions, the tem- 
perature of the liquid film and the steam-air mixture 
are measured at selected locations along the tube 
below the liquid feed level. For  this reason, the test 
section is equipped with six pairs of (diametrically 
opposite) plugs mounted flush with the inner surface 
of the pipe. The plugs are aligned at the same azi- 

muthal location at downstream distances of 1.72, 1.82, 
1.89, 1.99, 2.19 and 2.46 m. Considering the steam 
entrance level (1.77 m) as the reference 'zero' point, 
the aforementioned distances are designated (and 
referred to in the rest of this study) as - 5 ,  5, 12, 22, 
42 and 69 cm, respectively. 

A complete set of temperature measurements, to 
obtain liquid temperature time records, is conducted 
using copper-alumel thermocouples (T-type, 0.0127 
cm dia. wire) embedded in the--oriented 180 ° apa r t - -  
plugs, almost flush with the inner wall. The exact 
location of the tip of a thermocouple is a matter of 
concern. In preliminary tests, it was observed that a 
thermocouple bead partly projected into the liquid 
layer creates a wake that may alter the local flow field, 
and it is uncertain at what downstream distance this 
effect will vanish. Consequently, the downstream tem- 
perature measurements might be influenced by 
upstream conditions. Even with the thermocouple tip 
flush with the wall, some flow distortion may be 
caused due to the difficulty of constructing the ther- 
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mocouple bead to a curvature identical to the cur- 
vature of the test section. In view of these difficulties 
it was decided to measure the outer wall surface tem- 
perature by self-adhesive T-type (0.0127 cm dia.) ther- 
mocouples, mounted on the outer surface of the Plexi- 
glass tube and then apply Fourier's law across the wall 
thickness to determine the inner walt surface tem- 
perature. These types of measurements are performed 
at exactly the same location as the plugs but 90 ° apart 
in the circumferential direction. All thermocouples are 
calibrated to 0.1°C. Comparison between measure- 
ments from thermocouples in contact with the liquid 
film and others mounted at the outer Plexiglass wall 
revealed that systematic slightly elevated temperatures 
are obtained from the former. In the subsequent sec- 
tions of this work only the latter measurements will 
be presented. 

The average gas mixture temperature is obtained 
by rigid-~tem thermocouples protruding into the core 
of the pipe through appropriate gauges mounted on 
the plugs. The exact radial location of  the most rep- 
resentative gas mixture temperature is a matter of 
concern. A large number of tests are performed (see 
next section) and transverse gas temperature profiles 
are determined at various flowrates and downstream 
locations. The nearest feasible position to the inter- 
facial waves, without touching them even at the high- 
est flow rates, is selected as the most suitable location 
to measure the gas bulk temperature. This is deter- 
mined to be about 8 mm from the inner pipe wall. 

The output from the self-adhesive thermocouples is 
sampled at 10 Hz for periods of 5-10 min. Exposed 
thermocouple measurements are sampled at 50 Hz for 
100 s. The sampling interval is much smaller than the 
time constant of the thermocouples employed. Details 
of data collection and treatment are given elsewhere 
[21]. Repeatability checks are made for each set of 
conditions, giving very satisfactory results. 

The parallel-wire electrical conductance probe is 
used in this work in order to measure local instan- 
taneous fluctuations of the liquid film thickness. This 
technique is quite sensitive and accurate for this type 
of measurement ; e.g. Karapantsios et al. [11]. Probes 
are fabricated for all six measuring stations along the 
test tube. Each probe consists of a pair of chromel 
parallel wires glued in a plug. The film thickness 
measurement is based upon a unique relationship 
between electrical resistance and depth of the wire 
immersion. Probe calibration is carried out outside 
the measurement tube-section. Calibration pro- 
cedures and electrical signal conversion to film thick- 
ness are described in detail elsewhere [21]. Calibration 
is performed under isothermal conditions. It was 
hoped that, by applying a conductivity-temperature 
reference curve, it would be possible to convert the 
sampled voltage signals (during condensation) to the 
corresponding film thickness at the measured average 
temperature of the film cross-section. However, the 
wires, part  of which extend into the steam-air mixture, 
are at an apparently higher temperature than the 

actual film temperature, causing a small conductivity 
reduction. Thus, an appreciable error is introduced 
into the measurement, and therefore film thickness 
records during condensation are only qualitatively 
considered in this work. However, frequencies and 
streamwise wave velocities, deduced from these 
signals, are still meaningful. To permit simultaneous 
film thickness measurements at different locations, 
each conductance probe is connected to a separate 
electronic analyzer. Testing and calibration of the ana- 
lyzers' circuits is done prior to and after each set of 
experiments. 

Thickness data are taken over a 10 s period with a 
400 Hz sampling frequency. Exploratory runs with 
sampling frequencies 1, 5 and 10 kHz, at various liquid 
flow rates, did not alter the picture of the measured 
voltage traces. This indicates that, for the particular 
probe geometry, a 400 Hz sampling frequency pro- 
vides an adequate temporal resolution, higher than 
typical maximum dominant frequencies of film 
records. Three records are acquired at each flow rate 
and at all locations to check for repeatability, and 
further increase the confidence of the calculated stat- 
istics. The estimated cumulative error in film thickness 
measurement--including calibration, measurement, 
digitization and data handling--is always less than 
7%. The uncertainty in calculating the average wave 
velocity by the cross-correlation of two simultaneous 
film thickness records, sampled at different stations, 
depends on the particular probes' spacing at the given 
sampling resolution (400 Hz). Worst-case estimates 
of the calculated wave velocities are within 18% of 
the reported value. 

RESULTS AND DISCUSSION 

Liquid f i lm characteristics 
Figure 5(a) displays the average wave velocity, 

Vw .... plotted vs the longitudinal distance. The liquid 
flow rate is used as a parameter. This velocity is esti- 
mated by dividing the distance between two measuring 
stations by the time delay corresponding to the peak 
cross-correlation function of the respective thickness 
time records. As is well known (e.g. Takahama and 
Kato [22] and Karapantsios et al. [11]) this velocity is 
representative of  the large roll waves which dominate 
at the falling film interface. The data of Fig. 5(a) 
correspond to experiments during condensation. An 
inspection of  Fig. 5(a) reveals that the wave velocity 
tends to increase with increasing distance from the 
steam feed point. A somewhat peculiar behavior is 
noted for 26.43 and 31.36 g s -~, not far below the 
steam entrance point; an appreciably lower velocity. 
As will be shown later, the region just below the steam 
distributor has a higher gas mixture temperature and 
therefore surface tension gradients are expected to be 
more pronounced there. However, to what extent such 
surface tension effects are responsible for the afore- 
mentioned peculiar behavior is unclear. Interestingly, 
data taken at this setup under isothermal conditions 
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[13] agree in general quite well with those of Fig. 5(a), 
especially if one takes into account the uncertainty in 
estimating wave velocities (up to 18%). The values 
and the trends reported by Zabaras [19] for isothermal 
films at similar axial distance (1.7-2.3 m) agree fairly 
well with the observations of this work. 

As can be seen in Fig. 5(b) the wave velocity 
increases with increasing liquid flow rate. The increase 
is more rapid at low W. The same behavior is also 
noticed for veloc, ities under isothermal conditions 
[21]. This observation probably reflects the fact that 
condensation is responsible only for relatively minor 
modifications of the isothermal film surface 
morphology. It appears that surface tension gradients 
and condensate formation may have an impact on 
ripples and small interfacial disturbances but not on 
larger lumps of liquid. It will be noted that Barry 
and Corradini [8], for condensation on a horizontal 
cocurrent flow of steam-air mixture over a subcooled 
liquid layer, observed reduced large wave amplitudes 
and wavelengths in comparison to those from iso- 
thermal experiments. 

The power spectral density functions of the film 
thickness time records, both under isothermal con- 
ditions and during condensation, are computed from 
the probe signals with a method recently employed by 
Karapantsios et al. [11]. Spectra for all conditions are 
calculated. No discernible dependence on downstream 

distance is observed in all cases, indicating that at the 
axial locations examined in this study the wave energy 
distribution remains essentially the same. This is in 
accord with observations by Takahama and Kato [24] 
for distances greater than 1.3 m. All spectra from 
condensation experiments exhibit peaks close to those 
of the isothermal case but fall off more gradually in 
both directions; i.e. they are broader. For example, 
for W = 26.43 g s - 1 ,  while the isothermal spectrum 
shows a dominant frequency around 6 Hz, the cor- 
responding condensation spectrum displays a domi- 
nant frequency band between ~ 4  and 9 Hz. For  
W = 270.2 g s ], the isothermal spectrum peaks at 
~ 8 Hz while the condensation signal is in the range 
~3  to ~ 12 Hz. A broader peak than the usual iso- 
thermal case is also reported by Barry and Corradini 
[8] for direct contact condensation of steam-air mix- 
tures flowing over a horizontal stratified water layer. 

Temperature measurements 
One major issue raised in the preceding section 

(Apparatus and Experiments), is the selection of the 
cross-sectional location inside the tube, where the 
steam-air mixture conditions best represent the bulk 
gas conditions. For  this reason numerous preliminary 
experiments were conducted to investigate the trans- 
verse gas temperature profiles in the pipe at different 
downstream locations and liquid flow rates. Figure 
6(a)-(c) displays the observed temperature profiles at 
three different flow rates. The dashed line indicates the 
maximum film thickness averaged over all measuring 
stations under isothermal conditions. Data points 
right on the ordinate axis represent inner wall surface 
temperatures. It is easily recognized that, for locations 
up to 12 cm below steam entry, the cross-sectional 
profiles are approximately flat outside the liquid 
region. For  locations further downstream (>  22 cm), 
where the gas phase is depleted of steam, a nearly 
parabolic profile prevails. It is noted that during these 
preliminary tests the steam entrance conditions were 
somewhat different than during the main course of 
the experiments; the steam line pressure just before 
discharge into the (1 atm) test tube was 1.2 atm instead 
of 1.5 atm as reported in the rest of this study. This 
difference is responsible for slightly different tem- 
peratures in the gas mixture but qualitatively the 
trends observed in Fig. 6(a)-(c) are expected to hold. 
After data assessment, it was decided that the most 
reliable gas bulk conditions are those obtained as close 
to the interface as possible, but without intersecting 
the interfacial waves. By estimating that the gas 
boundary layer thickness under the conditions of this 
study is of the order of few millimeters ( <  ~ 4  mm) 
[7], 8-9 mm away from the inner pipe wall is con- 
sidered a reasonably good location to measure the 
representative gas bulk temperatures, Tg. 

The time-averaged gas bulk temperature, Tg, is plot- 
ted against the longitudinal distance [Fig. 7(a)] and 
the liquid flow rate [Fig. 7(b). The highest tem- 
peratures are observed near the steam feed level. It is 
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noted that some steam escapes upwards through the 
narrow gap between the liquid layer and the Teflon 
steam distributor. For axial distances of less than 22 
cm [Fig. 7(a)] the gas mixture temperature falls off 
rather sharply, while for distances greater than 22 cm 
only gradually. It will be recalled that these tem- 
peratures correspond to saturation conditions so that 
steam mole fractions can be directly determined from 
these data. The respective steam mole fractions vary 
between ~ 0.15 and ~ 0.75. The variation of Tg with 
liquid flow rate [Fig. 7(b)] greatly depends on 
location. For locations down to 12 cm from steam 
feed and, for W <  100 g s -~, Tg is fairly constant 
while, for W >  100 g s -], it gradually drops. For 
locations below 22 cm, the data exhibit a different 
behavior, showing a steeper decline with increasing 
W. 

Attention is directed next to the temperatures 
measured at the inner pipe wall. This information 
is shown in Fig. 8(a) and (b). With respect to the 
longitudinal distance [Fig. 8(a)], Tw increases at all 
but the three lowest flow rates. For these particular 
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flow rates, the inlet film temperature is initially raised 
for a distance 12 cm below the steam entry, due to 
steam condensation. After this point a temperature 
drop is observed, probably associated with evap- 
oration. This is possible because for such low flow 
rates the hot interface may attain a temperature above 
the saturation temperature corresponding to the inter- 
facial noncondensables concentration. Obviously, the 
interface is richer in noncondensables than the gas 
bulk mixture [Fig. 7(a)]. Such a behavior is displayed 
by the top three curves of Fig. 8(a). For the rest of 
the flow rates the liquid surface temperature never 
reaches the saturation temperature and only con- 
densation occurs along the entire test section. Figure 
8(b) shows the variation of Tw with liquid flow rate. 
A sharp drop with Wis noticed at almost all locations. 
It is noteworthy that for W greater than about 200 g 
s-l the slope of the curves becomes very small, indi- 
cating that in this region 7", is weakly dependent on 
the flow rate. 

H e a t  transfer  coef f ic ients  
Consideration will now be given to the con- 

densation heat transfer coefficient, h. It is defined as 

2 AW~ 
h - (24) 

AT Ax 
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where Ax = X i -  Xi_ 1 is the distance between 
measuring stations i and ( i - 1 )  to which h corre- 
sponds, AWc is the condensation rate in g s-] cm- 
and A Tis the thermal driving force. For the local heat 
transfer coefficient hL, ATis expressed as the difference 
(Tg-T~m), where: Tg=(Tg,+Tgi_])/2 and Tcm = 
(Tcmi+T~mi_l)/2. For the cumulative heat transfer 
coefficient, hcuM, calculated from the steam entrance 
level down to a specific measuring position, the cor- 
responding logarhhmic mean temperature difference 
ATe., is employed. This AT~n is determined by inte- 
gration along the entire length in question, assuming 
hcuM to be constant throughout. AT~n is given as the 
ratio 

The mean error in calculating hL and hcuM is estimated 
to be less than 15%. For h < ~300 W m 2 K-I ,  the 
error may be up to 70% because small temperature 
differences (involving relatively larger errors) are 
encountered in the.. calculations. However, such low h 
are of limited importance. 

In Fig. 9(a) and (b) local heat transfer coefficients, 
hL, computed from the data by employing the wave- 
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model equations, are plotted vs the longitudinal dis- 
tance and inlet liquid flow rate, respectively. A com- 
parison of Fig. 9(a) and (b) with Fig. 7(a) and (b) 
reveals that the higher coefficients are calculated in 
the regions of gas mixtures rich in steam. In general the 
presence of noncondensable gases has a tremendous 
influence in reducing condensation heat transfer. 
Negative heat transfer coefficients, indicative of evap- 
oration, are also presented in Fig. 9(a) and (b). They 
are estimated from simple energy conservation bal- 
ances without solving the model equations, and are 
included in the plot only to get a more complete physi- 
cal picture. Upon inspection of Fig. 9(a), one observes 
that condensation heat transfer coefficients for 
W < ~ 44 g s- ~ peak very near the steam feed location 
while for W >  ~55 g s -] the peak is shifted a bit 
further downstream. In all cases, some condensation 
takes place just upstream of the steam entry point for 
which the coefficients are also plotted. Some inter- 
esting and unexpected trends are observed in Fig. 9(b). 
For distances less than 12 cm from the steam entrance, 
the local coefficients appear to decrease first and 
gradually level off to a constant value with increasing 
liquid flow rate. On the other hand, for distances 
greater than 12 cm from the stream entrance, the 
coefficients first increase and then level off with 
increasing W. A similar inversion of the observed 
trends with increasing axial distance is also noticed in 
data by Bontozoglou and Karabelas [2]--their Fig. 
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4--from a direct-contact condenser with structured 
packing. Such changes apparently cannot occur in 
cases of condensation of steam, where condensation 
coefficients are expected to increase monotonically 
with increasing liquid flow rate. 

The cumulative condensation heat transfer 
coefficient, hcuM, is plotted against the longitudinal 
distance in Fig. 10(a) and against the inlet liquid flow 
rate in Fig. 10(b). It is obvious that integration over 
larger distances leads to lower coefficient values since 
the gas-vapour mixture becomes gradually depleted 
of steam. Interestingly, for the integration along the 
entire condensing surface (0-69 cm), all cumulative 
coefficients are within a narrow range (~500 to 

1000 W m -2 K-l) .  Furthermore, the evaporation 
occurring locally at the lower flow rates and at down- 
stream locations > 12 cm now vanishes by virtue of 
the overall averaging. Particularly, in Fig. 10(b) a 
monotonic decreasing trend with increasing W is 
observed. This is in line with observations reported by 
Karapantsios et al. [14] regarding integral-type data 
obtained in the same apparatus. However, no com- 
parison can be made with the data of that work 
because a longer condensing surface (2.46 m) and 
more dilute steam-air mixtures were employed (air 
mole fractions of 0.85 and 0.88). The behavior dem- 
onstrated in Fig. 10(b) and, in part, in Fig. 9(b) is 
difficult to explain at present. An interpretation of 

this trend may be obtained by considering the large 
amount of noncondensables and the complex flow 
pattern that may develop in the gas phase by the 
interplay between the moving liquid interface and the 
adjacent gas layer. Such considerations are of no par- 
ticular significance when just steam is condensed on 
subcooled liquid. It is likely that the effective gas 
boundary layer, b, greatly influenced by the gas flow 
distribution, is responsible for this behavior of the 
condensation rates. This point is further explored in 
a subsequent section. 

As regards direct-contact experiments with non- 
condensables, the literature is indeed rather poor. To 
the best of the authors knowledge, there are only 
three systematic experimental investigations on the 
condensation of steam-air mixtures over subcooled 
liquid layers (Sadek [23], Chan and Yuen [9] and 
Barry and Corradini [8]). All three studies deal with 
direct-contact condensation over horizontal water lay- 
ers where the free surface air-blanketing effect is stron- 
gly evident. Sadek [23] employed a nearly stagnant 
steam-air mixture with 0 to ~ 7% air mass fraction 
and measured an overall coefficient, over a 3 ft long 
surface, varying between ~ 11 000 and ~ 500 W m -2 
K '. Chan and Yuen [9] did local measurements with 
steam-air flowing cocurrently with a water layer for 
air mass fractions of 0-3.3%. The calculated 
coefficients varied between ~ 12 000 and ~800 W 
m 2 K-I ,  respectively. The only investigation which 
employed higher air-steam mass ratios (~50  to 
~94%) was the work by Barry and Corradini [8]. 
Turbulence and waviness of the liquid layers were 
present in their tests. They reported overall heat trans- 
fer coefficients along a 1.83 m condensing surface of 
about 200-600 W m -2 K -~. An important feature in 
their set-up, differing from ours, was the intensive 
forced convection on the gas side (gas velocities of 5.5 
and 6.5 m s-l). Although a comparison can be made 
only with reservations, it is noted that the data from 
this work [e.g. Fig. 10(a) and (b)] are in the same 
range of values as the results from the above studies. 

Influence o f  waves on condensation rates 
Attention is now directed to the possibility that the 

statistical characteristics of the wavy falling film may 
have some bearing on the size of the apparent gas 
boundary layer for mass transfer, b, defined in equa- 
tion (1). By considering overall (integral) type data, 
Karapantsios et al. [14] observed a surprising simi- 
larity of the variation of the gas boundary layer, b, 
and of twice the standard deviation, 2s, of liquid film 
thickness fluctuations. It was suggested that the quan- 
tity 2s might be quite representative of wave effects on 
the gas side resistance to heat transfer. This also seems 
to be in line with recent calculations by Karapantsios 
and Karabelas [12] on the Eulerian accelerations and 
decelerations of the liquid interface normal to the flow 
direction. However, the extent to which a possible 
relationship between b and s exists locally is inves- 
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tigated next. Figure 11 displays a comparison between 
the variation of  the local gas boundary layer and the 
standard deviation of the corresponding local adjac- 
ent liquid film. The diffusion layer does not exhibit the 
same systematic trend for all longitudinal distances, 
but from initially increasing with W ( -  5 cm < x < 5 
cm), it levels off at a roughly constant value (5 
cm < x < 12 crn) and finally tends to decrease (x > 12 
cm) as W increases. This trend could have been 
expected in view of the nature of the gradually heated 
water layer which is thermally developing with 
distance. Comments similar to those presented in 
relation to Figs. 9(b) and 10(b) (on the possible inter- 
action of the wavy liquid film with the neighboring 
gas layer) may also be made for interpreting the vari- 
ation of the apparent boundary layer thickness, b. The 
literature is not helpful in this case since no revelant 
data for condensation are available. Finally, this 
behavior does not allow the development of a gen- 
eralized equation to describe local b as a function of 
local s applicable to all locations. The relationship 
obtained by Karapantsios et al. [14] regarding overall 
condensation coefficients may still be useful for design 
purposes. 

The gas boundary layer may be correctly estimated 
from the experimental data once the physical quan- 
tities that properly describe the transport process, 
from both the gas and the liquid phase, are included in 
the correlation. The ratio of the effective mass transfer 
film thickness to the momentum layer is described by 
a single parameter, the gas Schmidt number, Sc, which 
accounts for the diffusion flux alone. To account for 
possible free convection, the gas Grashof number, 
Gr, is introduced. As Karapantsios et al. [14] report 
for dilute steam-air mixtures, diffusion and free con- 
vection on the gas phase alone cannot account for 
the experimentally observed increase of the diffusion 
layer, b, with the liquid flow rate. It seems that forced 
convection, possibly induced by the flowing liquid 
layer, must be included to fully account for such a 
behavior. Thus, correlations proposed in the literature 

for the prediction of b, based solely on gas phase 
conditions (e.g. Akers et al. [24]) may not describe 
adequately phenomena that take place during con- 
densation in systems like the present one. For  such 
forced convection effects (i.e. induced by interfacial 
drag), liquid side and interfacial parameters may come 
into play. The most universal liquid parameter which 
may be included in such a gas mass transfer cor- 
relation (e.g. Fair and Bravo [3]) is the liquid Reyn- 
olds number, Re. Interfacial effects may be rep- 
resented by well-known dimensionless groups, i.e. the 
Weber number, We, the Bond number, Bo, or the 
Capillary number, Ca. 

As pointed out earlier, the interface is dominated 
by large, fast moving roll waves. To what extend these 
are influenced by interfacial effects (due to con- 
densation) is difficult to ascertain. Indirect evidence 
obtained here, by measuring wave characteristics (vel- 
ocity, frequency), suggests that such effects may not 
be important and that the roll waves are essentially 
unaffected. Additionally, typical values of  the above 
dimensionless numbers, based on our data, are much 
greater than 103, suggesting that surface tension forces 
are insignificant in this case. Thus, the influence of 
We, Bo and Ca is not considered to be important. 

Interfacial effects may be also accounted for 
explicitly by employing measured characteristics of 
the interface. A common definition of surface rough- 
ness is given as the ratio s/D, where s is the standard 
deviation of the film thickness fluctuations and D is 
the tube diameter. More important may be two new 
quantities which were proposed recently by Kar- 
apantsios and Karabelas [12] to describe dynamic 
interfacial film characteristics. They are the first and 
second time derivatives, of the continuous and dis- 
cretized film thickness time record, 6(0, defined in a 
Eulerian frame of reference. By calculating the rate of 
surface displacement, df/dt, of a film thickness time 
record and then taking its mean absolute value, a new 
quantity is determined, Idfldtl . . . . .  which represents 
the relative mean rate of surface displacement. Fur- 
ther division of this quantity by the average wave 
velocity estimated from the cross-correlation function, 
Vwavc = dx/dt, provides another measure of the aver- 
age surface roughness, 6/x = ](df/dt)] . . . .  /(dx/dt). As 
shown elsewhere [13], I dr ld t l  . . . .  ranges between 

10 and ~ 75 mm s -1 while Vwave [e.g. Fig. 4(a) and 
(b)] between ~ 0.5 and ~ 2.3 m s -1 for the liquid flow 
rates employed in this study. 

Karapantsios and Karabelas [12] argue that the 
second time derivative, d26/d~, of the film thickness 
record is not only related to the local radius of  curva- 
ture, R, of the liquid surface through the equation 

1 d26 1 d2~ 
(25) 

R d x  2 2 Vw~ve dt 2 

but also serves as an indicator of the inertial (energy 
dissipation) phenomena that accompany the surface 
undulatory motion. By taking the mean absolute 
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value of d26/d/2, another quantity is defined, 
[ d2~5/dt21 . . . .  = A. The values of R range between ~ 20 
and ~ 50 cm and of A between ~ 2.5 and ~ 25 m s -2 
for the liquid flow rates employed here [13, 23]. Thus, 
a new dimensionless parameter is introduced to 
account for both local geometry and inertia effects, 
A/g, where y is the gravitational acceleration. 

To develop a correlation of the condensation rates 
measured here, expressed as the gas Sherwood number 
(Sh), the following dimensionless numbers could be 
used: Sc, Gr, Re, s/D, 6/x and A/g. A stepwise Gra- 
ham-Schmidt decomposition scheme is employed to 
determine the best correlation among the various par- 
ameters. By considering data obtained at all locations 
along the condensing surface, a poor correlation is 
found among combination of variables, giving sig- 
nificant average errors ( > 60%). This could have been 
expected in view of the nature of the heated water layer 
which is thermally developing with axial distance. It 
was decided, therefore, to limit the correlation to simi- 
lar conditions, i.e. those of neighboring regions. In 
view of its practical importance, the region within 12 
cm downstream from the steam entrance level 
(0.46 < steam mole fraction < 0.74) is considered. 
The average Sh is best correlated as a function of Gr 
and the dimensionless acceleration A/g, as shown in 
Fig. 12 : 

Sh = 3.29 × lO-3Gr 2/3 (A/g)-lp. (26) 

This correlation has a mean standard error of 0.09 
and an average error of 21% significant at a 95% 
level. As indicated in Fig. 12 there is a good correlation 
for 0.4 < A/g < 1.7. More data are needed to explore 
the discrepancy for A/g < 0.4. For practical appli- 
cations the ratio A/g must be calculated from film 
thickness information. In this study, local A/g values 
correspond to local Reynolds numbers in the range 
~900 < Re < ~6500. Moreover, A/g is correlated 
with Re by 

A/g = 4 x 10 - 3  +2.6 x 10-4Re (27) 

which is considered reasonably accurate for practical 
calculations (mean error ~ 10%). Upon inspection 
of equations (26) and (27), one observes that best 

predictions are obtained for Re > ~ 1500 (turbulent 
regime) since in this region A/g is greater than 0.4. 

C O N C L U S I O N S  

The present study provides new theoretical and 
experimental information regarding the local con- 
densation rates of quasi-stagnant steam-air mixtures 
in direct contact with free falling wavy-turbulent 
water layers. The gas phase may be regarded as effec- 
tively stagnant insofar as its bulk velocity is small 
relative to the liquid surface velocity. This study is an 
extension of previous work (Karapantsios et al. [14]) 
which dealt with integral-type measurements in the 
same experimental set-up. Both studies are motivated 
by a parallel project, also in progress in this laboratory 
[2], for the evaluation of the performance of a direct- 
contact vertical condenser. 

An assessment of three different theoretical models 
is made. For the air concentrations and liquid flow 
rates employed in this study a new 'wave' model is 
proposed which considers a resistance to heat transfer 
presented from both the gas and the liquid phase. An 
essential feature of this model is that it decomposes 
the liquid film into a wavy region, where a uniform 
temperature due to wave activity prevails, and a sub- 
strate region where some resistance to heat transfer 
exists. In order to relax the assumption of a smooth 
film surface of constant longitudinal thickness, the 
model does not make explicit use of the mean film 
thickness but rather of the minimum film thickness, 
which is less sensitive to longitudinal changes and only 
mass flow conservation is applied for the wave region. 
This model is employed to obtain heat transfer 
coefficients from the measured temperatures. 

It is suggested that knowledge of the interface mor- 
phology during condensation is an essential pre- 
requisite for the development of realistic condensation 
models incorporating wave characteristics. Exper- 
imental evidence on the average wave velocity and 
dominant frequency range of the liquid layers 
employed in this study reveals that the interface is 
only slightly modified by condensation. It seems that 
large roll waves remain practically unaffected and only 
small-amplitude surface disturbances are significantly 
damped. 

The experimentally determined local condensation 
heat transfer coefficients, he, are greatly dependent on 
the local noncondensables concentration. They also 
display a rather unexpected behavior; with increasing 
liquid flow rate, he either increases or decreases 
depending on downstream measurement location. A 
similar behavior is also noted in the above-mentioned 
direct-contact condensation column [2]. This inter- 
esting trend is attributed to the complex flow patterns 
that may prevail at the interface on the gas mixture 
side as a result of the dynamic interplay between undu- 
lations of the liquid film and the adjacent gas layer. 

The incapability to describe the experimentally 
observed increase of the apparent gas boundary layer, 
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b, with  the liquid flow rate, in terms of  gas phase  
condi t ions  only, lends suppor t  to the use of  a forced 
convect ion factor  to  account  for  this effect. I na smuch  
as the gas phase  is considered quasi -s tagnant ,  the only 
addi t ional  convective mo t ion  m ay  be induced by the 
wavy liquid surface. This  is in line with a recent  work 
by Karapan t s ios  and  Karabe las  [12], who repor t  tha t  
some complex m o m e n t u m  interchange may  take place 
between the wave mot ion  and  the compressible gas 
phase,  possibly inducing small-scale local flow at the 
gas side. To implement  these results, a corre la t ion for 
the local gas b o u n d a r y  layer, b (nondimensional ized 
as Sh), is p roposed  as a funct ion of  Gr and  the dimen-  
sionless pa ramete r  A/g which characterizes the inter- 
face. 
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APPENDIX: NUMERICAL SOLUTION OF THE 
"WAVE" MODEL 

The best method to solve equations (15)-(21), henceforth 
to be referred to as the 'wave' solution, is orthogonal collo- 
cation. A Chebyshev-Lobatto collocation [26] is preferred 
because the task is to match the computed temperature of the 
wall with the experimentally measured one. This collocation 
algorithm distributes the collocation points at the boundaries 
of the integration domain, giving higher precision over these 
regions. Moreover, the collocation points and the derivatives 
of the Lagrange polynomials at these points are given 
explicitly. In carrying out the solution, N +  1 collocation 
points are used, y~ (i = 0 . . . . .  N). Right at the boundary 
between the two regions, i becomes 0, (y~), and the substrate 
temperature equals that of the wave region. In addition to the 
equation for O ..... equation (16), the following differential 
equations must be solved at the collocation points k : 

dOk ~/(Ok) (N~l ckioi'Jt-CkoOwave~ (A1) 
dx' U~,b(y~) V= ' 

where 

and 

AkNDNi 
Ck, = A~i- - -  

DNN 

Ak,= ~DkjDj~, k =  1 . . . . .  N - 1 .  (A2) 
j = o  

D~j are the elements of the differentiation matrix of the 
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Chebyshev-Lobatto collocation method given by Canuto et 
al. [26]. The value of O at the wall is given as 

1 74-1 

ON = --DNN i=O ~" DNiOi. (A3) 

The foregoing system of ordinary differential equations is 
solved by a semi-implicit third-order Runge-Kutta routine, 
STIFF3 [25], which proved very fast, giving extraordinarily 
good convergence. The combination of the aforementioned 
numerical procedures is very effective. For the problem at 
hand, the collocation solution is even more effective than the 

classical Dirichlet problem because there is no temperature 
discontinuity at the boundaries inasmuch as the interfacial 
temperature rises along with the substrate temperature. The 
wall temperature is determined with an accuracy of 0.1% 
with just five collocation points and five steps in time. The 
same accuracy with a finite-difference scheme (e.g. Crank- 
Nicolson) requires tens of thousands of points. Furthermore, 
the method converges exponentially and not linearly as finite 
differences do. Convergence starts approximately at the 
moment the wall temperature is raised by 0.5°C. Increasing 
the number of collocation points, N, may reduce this mini- 
mum requirement for the wall temperature to rise. 


